
Research Statement Tianyu Gao, Princeton University

Language Models as Generative Search Engines
In today’s digital landscape, the sheer volume of information dispersed across the Internet makes
finding useful answers increasingly tedious. Traditional search engines often return hundreds of long
and noisy web pages, requiring users to sift through them manually. In contrast, large language
models (LMs) can interpret and generate free-form text, demonstrating promise as personalized
interfaces for information seeking. This emerging paradigm of generative search engines1 holds
immense potential to revolutionize how we access information; however, deploying them at scale
requires addressing significant shortcomings in their utility, reliability, and efficiency. I develop
principled techniques and evaluations that both transform language models into next-
generation information-seeking tools and strengthen their general-purpose utility.

• Enabling language models for effective information seeking. Compared to traditional
search engines, the next-generation information-seeking paradigm will be equipped with enhanced
semantic search for accurately locating relevant sources, which will then be synthesized into suc-
cinct, informative answers by powerful language models. I have developed key components for
this new paradigm, starting with SimCSE [1], which introduced a simple objective to turn any
pre-trained language model into powerful text embeddings. It has since served as the cornerstone
for state-of-the-art embedding models, enabling crucial applications of semantic search and be-
yond. I then proposed ALCE [2], the first framework to automatically evaluate generative search
engines, especially on the ability of language models to accurately synthesize and cite sources re-
trieved from the web. A significant challenge in this paradigm is reliably reasoning over long and
diverse contexts of thousands of sources. To address this, I designed thoughtful evaluations [3]
and training methods [4] that culminated in the development of ProLong [5]—a long-context
model that surpasses the industry state of the art while using much less computational resource.

• Innovating training and adaptation methods for language models. Improving the ef-
ficiency and quality of language models will be key to realizing the above vision, and I have
worked on simple yet enduring techniques to achieve this goal. Back in 2020, my work in LM-
BFF [6] demonstrated the importance of using a carefully tuned prompt to drastically reducing
the amount of task-specific data needed. The practice of prompt engineering is still widely use-
ful today. Moreover, I developed MeZO [7], a zeroth-order optimizer that substantially reduces
the memory overhead for fine-tuning with little performance degradation, enabling applications
like on-device customization. I also co-developed a useful pipeline to produce small yet capable
models from existing large ones, yielding the popular Sheared-Llama [8] models and inspiring
similar efforts across industry. Additionally, I have introduced novel pre-training strategies, such
as accelerated masked language model training [9] and conditional pre-training [10], the former
having influenced several industry-standard practices.

Enabling Language Models for Effective Information Seeking

Advanced AI models have introduced an exciting shift in how humans gather, sift through, and
aggregate information. This new information-seeking paradigm, termed “generative search engines”,
requires designing and improving several key components: enhanced semantic search, reliable long-
context processing, and the synthesis and attribution of relevant sources. I have made significant
contributions to the foundational techniques and evaluations that support each of these components.

Adapting language models to semantic text embeddings. Text embedding models, which
encode text sequences into continuous vectors, can overcome the limitations of traditional keyword-
based representations of text and unlock many applications, such as semantic search, clustering, and
recommendation systems. In SimCSE [1], I designed a simple yet powerful contrastive learning
algorithm that transforms any pre-trained language model into a high-performance text embedding
function by pushing similar sentences together while pulling apart different ones. This approach
only required unsupervised data but matched the performance of leading supervised methods which
used intensive human annotation. Adding such supervision boosts the efficacy of SimCSE even fur-
ther, causing it to outperform OpenAI’s embedding API despite using a 500× smaller model [14].

1Commercial products like Perplexity and Google Search’s AI overview demonstrate this concept.

https://www.perplexity.ai/
https://blog.google/products/search/generative-ai-google-search-may-2024/
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The impact of SimCSE has been substantial, with over 3,200 citations and 22 million model down-
loads; its methodology now serves as the foundation for many commercial embedding products
from companies like OpenAI, Microsoft, Google, and Nvidia [15, 16, 17]. I am particularly ex-
cited about leveraging these embedding models to aid scientific research. Recently, we introduced
LitSearch [11], the first literature retrieval benchmark built on manually verified paper-seeking
questions. Our findings reveal that embedding models significantly outperform traditional keyword-
based retrieval, showing their remarkable potential to accelerate scientific discovery.

Benchmarking verifiability as source attribution. Modern language models excel at provid-
ing fluent natural language answers; yet to transform them into trustworthy tools for information
seeking, verifiability is the essential trait—every part of the model’s response should be backed by a
cited source that users can examine. The commercial success of generative search engines like Per-
plexity reflects growing demand for AI-powered information-seeking tools, but a lack of evaluations
besides labor-intensive human verification makes it hard to confidently scale these systems.

When did the US break away from England?

The US took the first step towards gaining independence from 
GB when it declared independence on July 2, 1776 (although the 
event is now commemorated on July 4, 1776, the date when the 
Declaration of Independence was officially adopted by Congress) 
[1][2]. The Treaty of Paris was later signed on September 3, 1783, 
formally separating the United States from the British Empire [3].
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on July 2, 1776 …
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tion: … The Treaty of 
Paris was signed 
September 3, 1783 ...

[2] Decolonization: …  
It was officially adop-
ted by Congress on 
July 4, 1776 …

…

Figure 1: ALCE requires systems to search for
relevant sources and synthesize them into coher-
ent answers with citations to references.

To bridge this gap, I built ALCE [2] in
the spring of 2023, the first automatic bench-
mark for generations with citations. We de-
veloped holistic model-based evaluation to en-
able an accurate characterization of model per-
formance, covering fluency, factual correctness,
and citation quality. We benchmarked a se-
ries of frontier LMs, and found that even GPT-
4, the strongest language model at the time,
lacked complete citation support 50% of the
time. ALCE has set a solid foundation for at-
tribution evaluation in information seeking, in-
spiring numerous subsequent studies [18].

ALCE provided useful insights for model development: we observed that most models degrade
quickly with more retrieved documents, and those with more sophisticated instruction tuning per-
form better. This underscores the need for reliable long-context processing and instruction following
of language models to build effective generative search engines.

Enabling language models to process long and diverse contexts. Building on these in-
sights, I shifted my focus to the broader challenge of making LMs better at accessing information
buried in long and diverse contexts. Long-context LMs have the potential to unlock a myriad of
new applications besides generative search engines, including long document summarization and
software engineering agents. But many challenges lie ahead, including the difficulty of long-context
evaluation, the high costs of processing long contexts, and the lack of high-quality training data.

We began by addressing the absence of a reliable long-context evaluation and developed HEL-
MET [3], a comprehensive benchmark that covers diverse long-context applications, including
ALCE, with robust model-based metrics. We benchmarked 51 long-context LMs and found that
HELMET provided more consistent and meaningful signals compared to previous benchmarks.

To address the efficiency challenge, I co-developed CEPE [4], a long-context adaptation method
by employing a small encoder to process long inputs chunk by chunk. While highly efficient, CEPE
and many other open-source models experience significant performance drops on challenging long-
context tasks from HELMET. The insights led to the development of ProLong [5], a comprehensive
recipe for continually training and instruction-tuning short-context LMs to effectively handle long
inputs. We conducted thoughtful experiments to find the best practice in each component, and
some of our results challenged widespread beliefs in the open-source community: (1) we found that
combining code repositories and long books with high-quality shorter data is essential to improving
both long and short-context performance; (2) training on documents longer than the intended
deployment length yields better performance compared to training only at the deployment length;
(3) contrary to previous findings, simply using diverse short instruction data yields better long-
context performance than using synthetic long instruction data. Our final model achieves the state-
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of-the-art performance and context lengths among 10B-scale open-source models. Notably, ProLong
surpasses even Meta’s long-context model, Llama-3.1-8B, with only 5% of its long-context data
budget, thanks to our comprehensive recipe study. Since their release two months ago, ProLong
models and data have gained remarkable popularity, with over 130,000 downloads.

Evaluating instruction following. The free-form nature of LM-powered information seeking
demands that models strictly obey human instructions. Yet instruction following was largely over-
looked in model development, which more often focused on “vibe checking” [19]. In the fall of 2023,
we built LLMBar [12] to benchmark instruction following by using an adversarially constructed
and manually verified pairwise preference dataset. Since then, instruction following has become a
crucial focus in language model development and is centered in public benchmarks in 2024. Due
to its high quality and challenging nature, LLMBar is adopted in RewardBench [20], the canonical
evaluation for reward models in reinforcement learning from human feedback (RLHF) pipelines [21].

Innovating Training and Adaptation Methods for Language Models

Language models have enabled numerous new applications such as generative search engines. Their
wide deployment calls for both efficient training methods and compact models that maintain ver-
satility and capability. I have developed principled techniques for this purpose that are proven to
be useful in real-world applications and have been widely adopted by both academia and industry.

Fine-tuning language models with minimal data and compute. In 2020, the predominant
paradigm for using language models is to fine-tune them on massive amounts of task-specific data.
It is costly to collect such data but the models struggle if there are not at least thousands of training
examples. In LM-BFF [6], I designed a novel prompting paradigm—reformulating any task as a
next word prediction problem—and pioneered the idea of automatically searching prompts. This
enabled us to fine-tune small language models with as few as 32 examples, achieving accuracies
that would require at least thousands of examples by the previous approach to match. Our work
is one of the earliest in prompt engineering and has served as a catalyst for numerous subsequent
research in this area, including influential work such as FLAN [22].

Another challenge that fine-tuning faces is the ever-growing model sizes and the associated high
memory cost. For example, using a $30K H100 GPU only allows one to fine-tune a 3B parame-
ter model with a standard Adam optimizer. We developed MeZO [7], a zeroth-order optimizer
with clever in-place operations that only requires two forward passes and same memory footprint
as inference. We demonstrated that MeZO can achieve performance competitive with standard
backpropagation (up to 12× memory reduction) and argued for the importance of prompt-based
fine-tuning (previous section) with theoretical justifications. As companies increasingly pursue
on-device LM customization, MeZO offers a practical solution for memory efficient fine-tuning.

Producing capable small models efficiently via structured pruning. There is a significant
demand for capable smaller models, but training them from scratch is still resource-intensive. To
address this, we developed Sheared-Llama [8], a method to derive strong small models from large
pre-trained ones by targeted structured pruning and continued training. We created 1B and 3B
models that outperform (then) state-of-the-art models of similar sizes, with only 3% of their training
budget. Sheared-Llama has gained tremendous popularity in the open-source community with over
700,000 downloads, and offered an efficient solution for producing capable small models—adopted
by both Nvidia’s Minitron [23] and Meta’s Llama-3.2 [24].

Accelerating language model pre-training via objective innovations. Before 2023, the
prevailing paradigm for pre-training was BERT-like [25] masked language modeling (MLM). MLM
masks out and predicts a portion of text; a fixed masking ratio of 15% is always applied. However,
our research [9] demonstrated that it is important to tailor masking rates to specific settings: we
revealed that masking 40% could achieve comparable performance on certain tasks with only half
the compute compared to using 15%; even an 80% masking rate yielded non-trivial results. As the
first paper studying masking rates, our work has since influenced industry practices, with Google’s
UL2 adopting 50% masking [26] and MosaicML’s BERT training recipe using 30% masking [27].
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In [10], we introduced a novel pre-training paradigm called “conditional pre-training” to
address the challenge of diverse domains and varying qualities in data. It simply prepends a
“condition” to the document, such as URLs (e.g., wikipedia.org); learning the relationship between
the condition and the document will help models better interpret noisy pre-training distributions
and improve data efficiency. Our experiments showed that combining conditional pre-training
with a simple data annealing strategy can achieve comparable performance to standard language
modeling with 33% less data, demonstrating tremendous promise in accelerating pre-training.

Future Work

Building on my existing research in advancing how LMs source information, my future work will
focus on enabling them to execute tasks and act on information—facilitating new exciting applica-
tions from personal assistants to autonomous research agents. This evolution will be driven by (1)
continuous advancements in fundamental capabilities of LMs, (2) expanded means to interpret rich
contexts, such as computer UIs, and (3) improved reliabilities in generating extended reasoning
traces and action sequences. Here is how I plan to address these challenges.

Better scaling via architecture innovations. The ever-scaling data and compute used in
training language models have led to emerging capabilities and applications; yet the industry is
witnessing a deceleration of AI development due to exhausted resources and depleted data [28]. I
believe that the next wave of AI advancement lies in more efficient scaling via architecture inno-
vations beyond the predominant Transformer paradigm [29]. In an ongoing work, I am exploring
a simple method to transform a full-attention long-context LM into a hybrid of full and local-
attention, leading to 70%-90% memory saving while maintaining the performance. I will also argue
that the focus of architecture research should not only be on efficient replacement of Transformers,
but also on combining them with more expressive components: for example, research shows that
non-linear recurrent architectures are more proficient at reasoning tasks [30] while full attention is
better at in-context recall [31]. A hybrid architecture that combines all will strike a balance be-
tween efficiency and expressivity and hold the promise to a better scaling law. While most industry
efforts remain focused on scaling Transformers, academia and open science can significantly impact
future language models through architecture innovations.

Screenshots as the unified input interface. A vast amount of human knowledge is encoded in
modalities beyond text, such as images and videos. However, even the state-of-the-art multimodal
models often cannot use the visual information effectively [32, 33]. I believe the fundamental
limitation of existing models lies in the separation of language and vision. In [13], we explored
a new paradigm termed screenshot language models, casting both images and text in a single
“screenshot” input. We show that by using a carefully designed objective, screenshot LMs can
reach a similar language understanding ability as a text-only LM while only reading text from
images. The appeal of this paradigm lies in its ability to natively and seamlessly integrate text and
image understanding, promising exciting new applications like multimodal document understanding
and computer use [34]. The distinct nature of screenshot LMs compared to traditional multimodal
LMs presents unique challenges in scaling, and I plan to continue exploring better objectives, data,
and architectures to improve screenshot LMs.

Training language models that can reliably plan, reason, and act. Language models
that can not only understand the digital world but also plan, reason, and act within it represent
a crucial step towards general-purpose intelligence. These capabilities will manifest through long-
form generations, which present a significant challenge as current models are not yet fully equipped
to handle them reliably. I believe that the key to overcoming this challenge lies in weak-to-strong
synthetic data: new training data that are easy to generate following a procedure but are hard
to learn by models—for example, we can construct complex reasoning traces following a search
algorithm, and then use them to train the language models. I plan to explore advanced methods for
constructing such data, combined with innovative objectives, to boost the capabilities of language
models to reliably and faithfully execute long-horizon tasks.
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